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1 Introduction 

The National Aeronautics and Space Administration (NASA) established the Distributed Active Archive Centers  (DAACs) as data repositories and distribution points for various types of data collected from the satellites in the Earth Observing System (EOS) satellite series.  The Earth Science Data Information System (ESDIS) Project is responsible for the development of the data gathering, data management, and distribution mechanisms for the Earth Observing System Data and Information System (EOSDIS).  More specifically, the ESDIS Science Operations Office (SOO) manages the DAACs for this data collection and distribution purpose.  

To effectively assist in the management of the DAACs, the SOO needs to keep statistics and generate reports that portray the effectiveness of the DAAC function.  The implementation of this concept has developed in two phases.  The first phase involved the development of the Version 0 (V0) system which represents the initial data ordering environment, and the Statistics Collecting and Reporting System (SCRS), which is primarily a data collection and reporting mechanism that could be put in place quickly while the development of the formal EOSDIS Core System (ECS) proceeds.  The ECS is a system that resides at specific DAACs to support the ESDIS data processing and distribution.  

The ESDIS Data Gathering and Report System (EDGRS) is intended to be the metrics collection agent in the ECS environment.  The intended audience of the EDGRS metrics is NASA management, with the intent to support SOO operations in the ECS era.

2 Background

2.1 Brief history of SCRS

The SCRS was established to provide information on the amount of data being delivered from the pre-ECS EOSDIS Distributed Active Archive Centers (DAACs) and the number of requests for data and information being received and processed.  The SCRS has been receiving and processing data since March 1995, and the SCRS reports have been the primary means of reporting the overall DAAC statistics since August 1995.  SCRS measures DAAC usage and gives an indication of DAAC performance.  It indirectly measures user satisfaction, and provides some user characterization.

A primary objective of EOSDIS is to efficiently and responsively provide data and information services to users. Statistics on the services the users receive are the measure of how successful EOSDIS is at meeting this objective.  The SCRS was established to provide information on the amount of data being delivered from the EOSDIS DAACs and the number of requests for data and information being received and processed.  The statistics give information on how well that is being done, as well as providing the information needed to evaluate the V0 operations and to provide information for predictions of the future.

Each of the DAACs provides information on the requests for products received and processed, on the accesses to the DAAC local information management system (IMS), FTP sites, or World Wide Web (WWW or Web) pages, and on the number of inquiries received.  Additional data are provided by the V0 System IMS, by the Global Change Master Directory (GCMD), and by the WWW V0 Gateway.  These are input to databases that are the source for monthly SCRS reports as well as ad-hoc reports and analyses.  Summary plots of the statistics are prepared as well, over fiscal and/or calendar year time spans. 

The User Services Working Group (USWG) began to collect metrics on system use in response to requests from NASA, as well as needs from within the project.  The initial attempts were to collect the data in the same format as was used for the reports.  The first attempts in 1993 and 1994 led to requests for more data.  A form was created for the User Support Office (USO) personnel at the DAACs to use, which became very large, with 300+ items for each DAAC to collect.  It became apparent that differences in processing and in interpretation of the input to the matrices were invalidating the results.  Also, it was much less efficient for each of the DAACs to perform the same operations separately to generate the reporting matrices.  In addition, the content of the matrices limited the reports that could be generated from the data.  

The spreadsheet was remodeled to be the “Fab Four":  the number of unique users, the number of accesses, volume distributed, and the number of new orders received.  These values were provided on a monthly basis.  The Fab Four were used for 1994 and much of 1995.

The Fab Four were still difficult to collect.  They served a good purpose, but were only a temporary measure until a method that was less dependent on hand collection could be implemented.

As a result of an internal workshop to analyze what information was needed for DAAC management, it was decided that the only way to get consistent statistics was to collect raw data and process using a common procedure.  In November-December, 1994, it was proposed to the DAACs that data be generated from each DAAC at the various steps of order fulfillment, sent to ESDIS, and that ESDIS take the job of doing the counting.  Numerous discussions were held, which resulted in an ICD between the DAACs and ESDIS on what the raw data would contain.

The first data collection began in March 1995 with a few of the DAACs.  Gradually, all of them developed the capability to sent files in formats that could be used by the SCRS.  Many of the DAACs, while not sending data from March 1995, sent back data to build a complete data set so that the SCRS databases are very nearly complete to March 1995.  The Fab Four hand statistics collection continued in parallel with the SCRS data until August of 1995, when it was decided to use the SCRS in the future.

Today data collection continues to occur based on the ICD between the DAACs and ESDIS (Reference 1).  Data is sent from the Version 0 DAACs to the SCRS input processor machine on a periodic basis (different for each DAAC).  This data is then stored into local tables, including information on FTP transfers, WAIS requests, data inquiries, IMS, WWW logs, WWW data retrievals, etc.  SCRS personnel generate a monthly report summarizing the SCRS statistics.  This report is provided to SOO personnel.  

2.2 Performance Measurement of ECS

The ECS provides the "core" common capabilities and infrastructure required for performing planning and scheduling, command and control, product generation, information management, data archiving and distribution, and user access to data held by EOSDIS.  ECS consists of three segments: the Science Data Processing Segment (SDPS), the Flight Operations Segment, and the Communications and System Management Segment. 

The SDPS supports product generation, data archiving and distribution, and information management.  The SDPS hardware and software developed as a part of ECS resides and operates at the DAACs.  SDPS supports the integration and testing of software for product generation algorithms developed by the EOS investigators.  It provides for planning of data product generation, taking into account interdependencies among them, and the distribution of computational resources. It provides for ingest and storage (temporary or permanent, depending on data type) of data sets needed from other data centers to support the generation of standard data products.  It generates standard products in a timely manner using the investigator-provided software.  It supports the extraction of appropriate subsets of standard data products to assist in scientific quality control by the respective investigators.  It supports reprocessing as required. 

The EDGRS is intended to be the metrics collection agent in the ECS environment, more specifically the ECS/SDPS at each DAAC.  Future enhancements to EDGRS will provide support for other non-ECS sources of metrics.  EDGRS must import information from various data tables in the ECS environment.  This information is then used to generate various reports.

The types of information to be reported on by each ECS DAAC include the following general topics:

· Amount of data ingested

· Amount of data archived

· Amount of data retrieved from the archive

· Production processing metrics

· Data distributed to external users

The operations concept for EDGRS is discussed in Section 3.  The general topics noted above, and the specific reports to address them, are discussed in Section 4.  These topics are those that are the most likely to be needed by the SOO to summarize the operations and resource usage at the DAACs.  

3 Operations Concept for EDGRS

The EDGRS data collection scheme is designed to reside at each ECS DAAC.  This collection activity periodically pulls information from ECS tables and FTPs that information to the centralized EDGRS location.   Then this data is imported into local tables.   Periodically, standardized reports are generated and posted on the WWW.  Ad-hoc reports are supported through a Web-based user interface.  The reports may be printed locally or produced on the Web.  This is demonstrated in the following diagram. 
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Figure 3‑1  General Data Flow
The initial data collection strategy is to extract more data than is minimally necessary from the ECS tables until the exact data needs (required for generating reports) are better defined.  At that point, some cut back in information obtained can be analyzed to minimize disk space used.

3.1 Data Collection at DAACs

Data is collected at each DAAC and FTP'd to the central EDGRS location.  This approach has the following advantages:

· Data from all of the DAACs are put into a centralized location from which reports can be generated that cross DAAC boundaries.

· Consistent control of the reports and posting of information is done from a single location.  This has fewer interfaces and requires less labor to maintain.

· A copy of the data provides an archive of information that is managed separately from the ECS installation.  This is of value in case reports using the data are requested after the data is deleted, lost, or archived at the DAAC.

· Performance on the DAAC ECS machine is not significantly impacted since the query to extract the data is only periodic (daily).  Ad-hoc querying on the live DAAC machine would have potential resource conflicts.

This approach has the following disadvantages:

· A copy of the data introduces the risk of not having all of the data needed for making reports or some other similar case of disjoint data between ECS and the central repository.

· There is a time lag between the accessing of data and the posting of reports that is necessitated by the need to first extract the data, transfer the data, archive it, and then report it.  The extraction is done periodically (initially once per day).  All of the major operations are individually scheduled events.

· The transfer of data must be monitored daily (Monday - Friday) to ensure that the transfers are proceeding as planned.

· Access to the DAACs tables must be coordinated between personnel at the central location and each DAAC implementing ECS in order to implement the FTP functionality.

To extract data from the ECS tables and send it to the centralized location, the following must occur:

· An account must be set up with the authorization to query (via Sybase SQL embedded into UNIX scripts) the ECS tables and create files in a place from which they can be FTP'd.

· The scripts that pull the data must be installed in this account.

· A UNIX script that initiates the queries must be installed.  This script should be set up to initiate automatically on a predefined interval via the 'cron' function or with a script that sets up the next execution automatically.

· A UNIX script that initiates the FTP of the data retrieved in the prior step should be installed to run in a periodic manner as above.

3.2 Central database 
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Figure 3‑2  Database Ingest
As shown in Figure 3‑2, the ECS Table extractions create files on the DAAC that are then FTP'd to the assigned FTP folder on the system on which EDGRS resides.  These files are created as ASCII text files.  In most cases, they are set up so one line in the file represents one record in the original ECS table, usually in a fixed width per column fashion.   

Once the data is FTP'd to the DAAC FTP folder in the EDGRS environment, it is then imported into the EDGRS database tables.  The data is tagged by DAAC, so data queries can look at data for a single DAAC or across DAACs.

This import process is automated so that the FTP and imports run automatically.  Daily checks by EDGRS operations personnel can ensure that some data was received.  Automatic notification of the lack of data receipt is another planned feature.   If no data is received from a given DAAC when expected, it is likely that the automated script or FTP capability is down and needs to be restarted.  The scripts are designed to pull data with some date overlap so that when some portion of the automation is down, prior days' data can be retrieved.  Redundant data is removed.

As indicated in Figure 3‑2, the same data can reside in various formats in multiple places.  This includes the original ECS table, the flat files prior to FTP, the flat files after FTP, and the data in the EDGRS databases.  To reduce the duplication and to reserve disk space, the flat text files will be archived and deleted after a parameterized time window.  Copies of the database will also be made at a parameterized interval to ensure that there is adequate backup of the data. 

3.3 The EDGRS Database Environment

The EDGRS database is implemented in a combined Microsoft FoxPro and Microsoft SQL Server environment.  The system was first developed as a prototype (in FoxPro) and is in the process of evolving into a SQL Server structure.  

The structure of the FoxPro database is set up to mimic the structure defined by the ECS output scripts.  Data fields are QA'd and converted where necessary to provide standard date/time, number, and character width in the resulting EDGRS database tables.   The mapping between ECS table fields and EDGRS fields is documented in Appendix B.  This environment was the easiest to implement while the development staff was learning the meaning of the metrics and the reporting needs for the project.  

As data began to flow into the databases and estimates to the sizing were refined, the development staff determined that a larger database tool would be desirable.  To remain compatible with FoxPro and to maintain the flow of production with the least effort and cost, the staff selected the SQL Server database engine.  See Figure 3-3.
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Figure 3‑3  Database Layout
The SQL Server database version of the EDGRS data has provided some normalization to optimize the space used to hold the data.    Also, summary tables have been created in SQL Server to speed up the reporting for ad-hoc queries as well as standard reports and graphs.  Graphs are pre-generated and accessible from the web page.  Reports other than ad-hoc reports are also pre-generated and accessible from the web page.  Hard copy reports are printed for formal reporting such as monthly and annual reports.

The detailed sequence of events is summarized in the following table.

#
Action
Control Program
Comments

1
Extract data via SQL Data from ECS Table into text file (flat file)
Pet.ksh
See EDGRS Pull Scripts Document.  Runs at the DAAC.

2
FTP Flat files to EDGRS FTP folder
Samftp_cron
See EDGRS Pull Scripts Document.  Runs at the DAAC.

3
Copy flat files to secure server
Werewolf.bat


4
Import the data from the flat file into the associated FoxPro table.
Control4.prg
First QAs  file.  If valid, imports into table, removing duplicates.   Uses Tables.dbf, programs.dbf to control processing.

5
Generate standard reports and copy to web page directories.  These are made available to web page in matrix form for  pre-determined time periods.
Control4.prg
Generates data for web postings.  Uses programs.dbf to control processing.

6
Import last n days of data into SQL Server and normalize data.

Normalization optimizes data for storage.   Summary tables are updated to support ad-hoc queries.

7
Generate canned graphs & reports as required

Daily, weekly, and monthly processing occurs based on timers.

3.4 Reporting

The general report handling is summarized in Figure 3-4.    There are two basic types of reports.  These include the predefined report type and the ad-hoc report type.  Predefined reports are reports that have been previously developed, tested, installed, scheduled for periodic execution, cover a defined time range (if applicable), and are in production.  

Ad-hoc report requests are reports that are requested by a user, and may control the following parameters:

· The user can specify a time range for the report to cover (predefined report or query).

· The user can select which report to run.
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Figure 3‑4  EDGRS Report Processing

4 EDGRS Reports and Graphs

The types of information to be reported on by each ECS DAAC include the following general topics:

· Amount of data ingested

· Amount of data archived

· Amount of data retrieved from the archive

· Production processing metrics

· Data distributed to external users

These reports are organized for the intended audience, as follows:

· EDGRS Monthly Report - intended for SOO management to summarize the metrics reporting

· WWW Posting - intended for DAAC operations or SOO management, containing more detailed metrics and posted on the Web

· Ad-hoc and Special Delivery Reports - intended for any interested party to formulate specific on-line and interactive queries; or, to provide pre-specified reports to individual users.

Data from reports may be presented in one of the following forms:

· Flat text file.  Columns are separated by fixed spacing, using a fixed character width font.  This format is used from FoxPro.

· Formatted hard-copy outputs.  Columns are separated by space, but the fonts are variable in size, type, and boldness.  This format is used from FoxPro.

· HTML tables with headers.  These are viewable from a browser.  They can be cut and pasted from the browser into Microsoft Word if using Microsoft Internet Explorer.  These are generated from both FoxPro and SQL Server.  The SQL Server uses a tool called AspDB for accessing the database and presenting the reports.

· Graphs.  Predefined graphs are generated using a java-based tool to access the SQL Server database.  

Detailed descriptions of the tables used to produce these reports are included in Appendix-B.

4.1 EDGRS Monthly Report

The EDGRS Monthly Report is a set of tables and graphs that summarize and compare metrics collected from the ECS DAACs for the monthly reporting period.  This report is made available in hard copy format to the SOO office.  Since the content of this report is evolving significantly, its format is currently omitted from this document.  

4.2 Annual Report

The annual report is produced once per year and covers the government fiscal year as its reporting period.  It is generated 2-3 months after the end of the fiscal year and covers data from both the EDGRS databases and the SCRS environment.

4.3 Ad-hoc and Special Reports

Ad-hoc Reports.  Questions are expected that the predefined reports cannot answer.  For this reason, an ad-hoc query capability via the WWW is provided.  This query capability is currently limited to selecting a time range for predefined report layouts.  A significant number of reporting options are available using this feature, including selecting data by time range, DAAC, instrument, data type, and level.  The formatting options for the output is also available in HTML formatted tables, and tab-text outputs.

The report layouts that are available for reporting are described in another document, called the EDGRS Ad-hoc Query Results Field Definitions document.  This document is available on the EDGRS web site, which is as follows:


http://edgrs.gsfc.nasa.gov:8000

Information about the queries used in the ad-hoc reports is included in Appendix A. 

Special Reports.  There are often times when special studies need to be performed or questions need to be answered based on EDGRS data.  The NASA technical contact person will usually request these studies of the data management team that is managing EDGRS.  Each request could result in a one-time report generated from the EDGRS data, data analysis, or reports that need different delivery methods (i.e., not WWW postings).

As the data management team receives these requests, they will be coordinated with the NASA technical contact person and scheduled for implementation.

Appendix A - EDGRS Report Definition Table

This appendix defines the detailed attributes for the reports that have been generated for the EDGRS system.  

The report naming convention was altered to better keep track of the data source for that report.  It is summarized as follows:

rINnnn
Report  (R) or Graph (G) for INGEST (IN) with sequence number nnn (e.g. 001)

rARnnn
Report  (R) or Graph (G) for ARCHIVE (AR) with sequence number nnn (e.g. 001)

rPRnnn
Report  (R) or Graph (G) f`or PRODUCTION (PR) with sequence number nnn (e.g. 001)

rDFnnn
Report  (R) or Graph (G) for DISTRIBUTE FROM ARCHIVE (DF) with sequence number nnn (e.g. 001)

rDUnnn
Report  (R) or Graph (G) for DISTRIBUTE TO USERS (DU) with sequence number nnn (e.g. 001)

rXXnnn
Report  (R) or Graph (G) for OTHER Special Purposes (XX) with sequence number nnn (e.g. 001)

‘r’ may be either ‘R’ for Report or ‘G’ for Graph.  The report names should appear in the footer of each report.  The old report names are indicated since either name may be used.  Reports with an old report name beginning with a '%' are not currently active reports.

New

Report

Name
Old Report Name
Primary

Use
EDGRS Tables

(Sql Server Summary Table)
DAAC
Report Title
Constraining Fields Used
Other Fields Used
Other Functions

Ingest Reports

RIN001
monsumm1 / sum1ings
Web matrix
inreqdata,datatype d

(rp_ingest_summary)
Multi
Data Ingested By Instrument
datatype=d.datatypeid;  

state=’Archived’ or 'Successful'; 

a>=procend<=b; 

not empty(requestid)
d.edginstrum, volume


RIN002
mon411r
Web matrix
inreqdata,datatype

(rp_ingest_instrument_datatype)
Multi
Data Ingested By Instrument
state=’Archived' or 'Successful'; 

a>=procend<=b;
datatype, volume, edginstrum, platform
get_instru, get_pltfrm

RIN003
mon43r
Web matrix
Inreqdata

(rp_ingest_instrument_datatype)
Multi
Data Ingested By Datatype
state=’Archived’ or 'Successful'; 

a>=procend<=b
datatype, volume


RIN004
N/A
SPSO
inreqhdr h, inreqdata d, datatype t, 

programs p
Single
Ingest Detail (for SPSO)
not empty(d.requestid) or not empty(d.requestid); 

d.datatype=t.datatypeid, h.requestid=d.requestid; 

d.state='Archived' or 'Successful'; 

a>=h.procendtim<=b
d.datatype, d.volume, t.mission, t.edginstrum, p.datasource, h.extdatapro


RIN005
N/A
Web
inreqdata,datatype (rp_ingest_instrument_datatype)
Multi
Ingest by Provider – Summary
d.datatype=t.datatypeid, h.requestid=d.requestid; 

d.state='Archived' or 'Successful'; 

a>=h.procendtim<=b
TBS


RIN006
N/A
Web
inreqdata,datatype (rp_ingest_instrument_datatype)
Multi
Ingest by Provider – Detail
d.datatype=t.datatypeid, h.requestid=d.requestid; 

d.state='Archived' or 'Successful'; 

a>=h.procendtim<=b
TBS


RIN007
N/A
Web
inreqdata,datatype (rp_ingest_instrument_datatype)
Multi
Ingest by Provider – Daily
d.datatype=t.datatypeid, h.requestid=d.requestid; 

d.state='Archived' or 'Successful'; 

a>=h.procendtim<=b
TBS


Archive  Reports

RAR001
monsummarch/

sumarchs
Web matrix
dsmdgran,datatype d

(rp_archive_summary)
Multi
Data Archived By Instrument
not empty(dbid); 

a>=inserttime<=b; 

shortname=d.datatypeid
d.edginstrum, sizembecs


RAR002
mon412r
Web matrix
dsmdgran,datatype d 

(rp_archive_instrument_datatype)
Multi
Data Archived By Instrument
not empty(dbid); 

a>=inserttime<=b;shortname=d.datatypeid
edginstrum, d.mission, sizembecs
get_instru, get_pltfrm

RAR003
mon420r
Web matrix
Dsmdgran

(rp_archive_instrument_datatype)
Multi
Data Archived By DataType
not empty(dbid); 

a>=inserttime<=b
shortname, sizembecs


RAR005
N/A
SPSO
dsmdgran, datatype d, programs p
Single
Archive Detail (for SPSO) by processing date
not empty(dbid); 

shortname=d.datatypeid;

 a>=inserttime<=b
sizembecs, d.edgrinstru, d.mission, p.datasource


RAR005d
N/A
SPSO
dsmdgran
Single
Archive Detail (for SPSO) by data date
not empty(dbid); 

shortname=d.datatypeid; 

a>=begintime<=b
sizembecs, d.edgrinstru, d.mission, p.datasource


Rar006
N/A
Web
Dsmdgran

(rp_archive_instrument_datatype)
Multi
Archive by DAAC Summary
shortname=d.datatypeid;

 a>=inserttime<=b
TBS


RAR007
N/A
Web
Dsmdgran

(rp_archive_instrument_datatype)
Multi
Archive by DAAC Detail
shortname=d.datatypeid;

 a>=inserttime<=b
TBS


RAR008
N/A
Web
Dsmdgran

(rp_archive_instrument_datatype)
Multi
Archive by DAAC Daily
shortname=d.datatypeid;

 a>=inserttime<=b
TBS


RAR009
N/A
Web
Dsmdgran

(rp_archive_instrument_datatype)
Multi
Archive by Data Time Summary
shortname=d.datatypeid;

 a>=inserttime<=b
TBS


RAR010
N/A
Web
Dsmdgran

(rp_archive_instrument_datatype)
Multi
Archive by Data Time Detail
shortname=d.datatypeid;

 a>=inserttime<=b
TBS


RAR011
N/A
Web
Dsmdgran

(rp_archive_instrument_datatype)
Multi
Archive by Data Time Daily
shortname=d.datatypeid;

 a>=inserttime<=b
TBS












Production  Reports

RPR001
monsummprod/sumprods
Web matrix
pldgshort,datatype d

(TBS)
Multi
Data Processed By Instrument
not empty(granuleid);

a>=timestamp<=b; 

datatypeid=d.datatypeid
d.edgrinstrum


RPR002
mon413r
Web matrix
pldgshort,datatype

(TBS)
Multi
Data Processed By Instrument
not empty(granuleid);

a>=timestamp<=b; 

datatypeid=d.datatypeid
d.edgrinstrum, d.mission
get_instr; get_pltfrm

RPR003
mon417r
Web matrix
Pldgshort

(TBS)
Multi
Data Processed By Datatype
not empty(granuleid);

a>=timestamp<=b
datatypeid


RPR004
mon414r
On Demand
dprs
Multi
Data Processing Request Completion Times By Platform
not empty(dprid);     

   a>=completion<=b
pgecputime, pgeelapsed, platform


RPR005
mon415r
On Demand
dprs
Multi
Data Processing Request Completion Times By DPRType
not empty(dprid);     

   a>=completion<=b
pgecputime, pgeelapsed, platform


RPR006
N/A
SPSO

Single
Data Processing Detail (for SPSO)




Distribute From Archive  Reports

RDF001
monsummfromarc/sumfromarc
Web matrix
dsddrqst,datatype d
Multi
Data Retrieved From Archived By Instrument
a>=endtime<=b; state='Shipped'; esdttype=d.datatypeid
sizeinmb/1048576, d.edgrinstrum
get_instru

RDF002
mon418r
Web matrix
dsddrqst,datatype d

(rp_dfa_instrument_datatype)
Multi
Data Retrieved From Archive By Instrument
a>=endtime<=b; state='Shipped'; esdttype=d.datatypeid
sizeinmb/1048576, d.edgrinstrum, d.mission
get_instr, get_pltfrm

RDF003
mon419r
Web matrix
Dsddrqst,  datatype d

(rp_dfa_instrument_datatype)
Multi
Data Retrieved From Archive By DataType
a>=endtime<=b; state='Shipped'
sizeinmb/1048576, esdttype, mediatype


RDF004
mon418rb
On Demand
dsddrqst, datatype d, subscrip s
Multi
Data Retrieved From Archive By Instrument and Usertype
a>=endtime<=b; state='Shipped'; esdttype=d.datatypeid; ecsuserid=s.userid; orderid<>'NULL' and not empty(orderid)
sizeinmb/1048576
get_instr, get_usertype

RDF005
mon41r
On Demand
dsddrqst
Multi
Total Data Retrieved From Archive By MediaType
a>=endtime<=b; state='Shipped'
sizeinmb/1048576, mediatype, orderid, ecsuserid, nrgranules


RDF006
mon41ra
On Demand
dsddrqst, subscrip s
Multi
Total Data Retrieved From Archive By MediaType and Usertype
a>=endtime<=b; state='Shipped'; ecsuserid=s.userid; orderid<>'NULL' and not empty(orderid)
sizeinmb/1048576, mediatype, nrgranules
get_usertype

RDF007
mon421r
M&O
dsddrqst, subscrip s
Multi
Total Data Retrieved From Archive By UserType By MediaType
a>=endtime<=b; state='Shipped'; ecsuserid=s.userid; orderid<>'NULL' and not empty(orderid)
sizeinmb/1048576, mediatype, nrgranules
get_usertype

RDF008
N/A
SPSO

Single
Data Distributed by Subscription (for SPSO)




RDF009
N/A
M&O

(Generates KP1, KP2, KP3 delimited files)
dsddrqst
Multi
Data Distributed by Subscription and SCF (for kprickett)




RDF010
N/A
SPSO
dsddrqst
Single
Data Distributed by Subscription and SCF (for SPSO)




RDF011
N/A
SPSO
dsddrqst
Single
Data distributed from archive for external users




RDF012
N/A
Web
dsddrqst, datatype d, subscrip s

(rp_dfa_instrument_datatype)
Multi
Data Retrieved From Archive by Subscription Summary
Usertype=1 (known subscription)



RDF013
N/A
Web
dsddrqst, datatype d, subscrip s

(rp_dfa_instrument_datatype)
Multi
Data Retrieved From Archive by Subscription Daily
Usertype=1 (known subscription)



Distribute to External User Reports

RDU001
monsummdist/ sumdist
Web matrix
ecacrqst
Multi
Distribution to Users
Status='Shipped'; a>=calctime<=b
orderid, requestid, numgranule, numfiles, numbytes
get_instru, get_usertype

RDU002
mondistinst/sumdistinst
Web matrix
programs p, ecacrqst r, ecacorder o, dsddrqst d, subscrip s, datatype t
Multi
Distribution to Users by Instrument/ESDT
r.Status='Shipped'; a>=calctime<=b; r.orderid=d.orderid; r.requestid=d.requestid; d.ecsuserid=s.userid; r.orderid<>'NULL' and not empty(orderid); r.orderid=o.orderid; d.esdttype=t.datatypeid
r.numgranule, r.numfiles, r.numbytes, d.mediatype, d.starttime
get_usertype, get_instru

RDU003
mon45r
On Demand
ecacrqst
Multi
User Request Turnaround
Status='Shipped';   a>=calctime<=b
shiptime-calctime


RDU004
mon46r
On Demand
ecacrqst, reqstate r
Multi
User Request Distribution Status
Status=r.reqstate;  a>=calctime<=b
r.reqgroup


RDU005
RDU005
M&O
programs p, ecacrqst r, ecacorder o, dsddrqst d, subscrip s
Single
Distribution to Users
r.Status='Shipped'; a>=calctime<=b; r.orderid=d.orderid; r.requestid=d.requestid; d.ecsuserid=s.userid; r.orderid<>'NULL' and not empty(orderid); r.orderid=o.orderid; d.esdttype=t.datatypeid
r.numgranule, r.numfiles, r.numbytes, d.mediatype, d.starttime
get_usertype

RDU006
mondistdt
Web matrix
programs p, ecacrqst r, ecacorder o, dsddrqst d, subscrip s, datatype t
Multi
Distribution to Users by Provider/ESDT
r.Status='Shipped'; a>=calctime<=b; r.orderid=d.orderid; r.requestid=d.requestid; d.ecsuserid=s.userid; r.orderid<>'NULL' and not empty(orderid); r.orderid=o.orderid; d.esdttype=t.datatypeid
r.numgranule, r.numfiles, r.numbytes, d.mediatype, d.starttime
get_usertype, get_instru

RDU007
N/A
Web
Dist
Multi
Distribute to Users – By Instrument




RDU008
N/A
Web
Dist
Multi
Distribute to Users – By Datatype




RDU010g
N/A
Web Graph
dsddrqst r, dsddgran g, datatype d
Multi
Top Ten Datatypes Distributed To Users Across All DAACs
g.Status='Shipped'; a>=endtime<=b; g.esdttype='Multiple'; r.requestid=g.requestid; r.orderid<>'NULL' and not empty(r.orderid); (datatype)=d.datatypeid
g.granuleid, g.granulesiz, d.descriptio


GDF001
N/A
Web Graph
dist, datatype d
Single
Volume of “instrument” Level “level” Data Distributed by “Provider”
a>=endtime<=b;         provider = prefix; State='Shipped'; datatypeid=calcesdt; edginstrum=instrum;  level=lev;  usertype=2
bytes/1048576/1024 (i.e.GB),requestid, orderid


GDF002
N/A
Web Graph
dist, datatype d
Single
Volume of “instrument” Level “level” “discipline” Data Distributed by “Provider”
a>=endtime<=b;         provider = prefix; State='Shipped'; datatypeid=calcesdt; edginstrum=instrum;  level=lev;  usertype=2, discipline=discipln
bytes/1048576/1024 (i.e.GB),requestid, orderid


Other Reports

RXX001
N/A
Web Report
datatype
N/A
Data Type Definition

datatype, edgrinstrum, mission, level, discipline


Appendix B - Detailed Table Design

The following tables provide table and field level descriptions for the environment defined to support the EDGRS processing.  

Table B-1 provides a description of the tables used in both the ECS environment and the EDGRS environment and provides a mapping between them. 

Column Title
Description

Table ID
Identifier to associate references to a specific ECS Table.

ECS Subsystem
The subsystem in ECS to which this table belongs.  They are encoded as follows:

DMS - Data Management Subsystem

INGST - Ingest Subsystem

IOS - Interoperability Subsystem

PDPS - Planning and Data Processing Subsystem

SDSRV - Science Data Server Subsystem

STGMT - Storage Management and Data Distribution

SUBSRV - Subscription Server

MSS - Management Support Subsystem

ECS Table Name

(or source)
Name of Table in ECS environment.  Archive tables are the same structure as the parent table with the 'Archive' postscript.  Archive tables contain deleted records from the parent table.  In parentheses is the name of the script running in the ECS environment that pulls the data from this table.

If the source of the data is not an ECS table, the name of the source is identified.  E.g., Operations is from a human defined source controlled by the operations group.

EDGRS Table Name


Name of table in the EDGRS environment that contains data extracted by the EDGRS Insert Script.  There is a column for the FoxPro tables and the Sql Tables.

Primary Key 
EDGRS primary key. There is a column for the FoxPro tables and the Sql Tables.

EDGRS Table Description
Comments about the meaning of the records and any associations that are pertinent. There is a column for the FoxPro tables and the Sql Tables.  FoxPro tables may have a prefix identifying the source of the data (e.g., g0 for gsfc).

Table B-2 provides a description of the fields in the ECS table that are imported into the EDGRS environment.

Column Title
Description

ECS Table ID
Identifier to associate references to a specific ECS Table.

ECS Script Column Name
Resulting column name as pulled from the ECS table by the ECS script defined in the table above.

ECS Script Column Length
Number of character positions for this field in the resulting text file as pulled from the ECS table by the ECS script defined in the table above.

EDGRS Table Name
Name of the EDGRS table containing this field. There is a column for the FoxPro tables and the Sql Tables.

EDGRS Column Name
Name of this field in the associated EDGRS table. There is a column for the FoxPro tables and the Sql Tables.

EDGRS Column Type/Length/Decimal
Data type of this field in the associated EDGRS table.  The valid types are defined as follows:

N - Numeric

C - Character

D - Date

Dec – Decimal  (SQL Server only)

V – Varchar  (SQL Server only)

I – Integer

Memo – Memo 

Includes number of total character positions allocated for this field.  For numeric fields, this includes the decimal and fraction components.  For date fields, it represents the space allocated by FoxPro for this value.  Also includes for numeric fields, the precision of the fraction part.  For example, 2 means 2 decimal places to the right of the decimal. There is a column for the FoxPro tables and the Sql Tables.

Description
General information about what the field means.

Table B-1   Table Level Descriptions

Table

ID
ECS

Sub-system
ECS Table

Name

(or Source)
EDGRS Table Name

(FoxPro)
Primary Key

(FoxPro)
EDGRS Table Description

(FoxPro)
EDGRS Table Name

(Sql Server) 
Primary Key

(Sql Server) 
EDGRS Table Description

(SQL Server)

1
INGST
InRequestSummary

Header (inreqhdr.scr)


inreqhdr
RequestID
One record for each ingest request whose ingest processing is completed.

1-to-many with Table 2.
inreqhdr
provider, requestid
One-to-one with FoxPro table inreqhdr with provider added

2
INGST
InRequestSummary

Data (inreqdata.scr)
inreqdata
RequestID,

DataGranuleID,

DataType
One record for each granule in the ingest request.

many-to-1 with Table 1.

Records in the 'new' state are not retrieved since they do not have a ProcessingStartDateTime date association yet.
inreqdata
provider, requestid, granuleid
One-to-one with FoxPro table inreqdata with provider added

3
SDSRV
DsMdGranules
dsmdgran
dbID, datatype
One record for each granule archived.
dsmdgran
provider, dbid
One-to-one with FoxPro table dsmdgran with provider added

4
STGMT
DsDdRequestArchive,

DsDdRequest
dsddrqst

dsddgran


RequestId
One record per distribution request 
dsddrqst, dsddrqsttemp, 

ftphost,

ftppullhos,

ftppushdes
provider, requestid
dsddrqst is one-to-one with FoxPro table dsddrqst but normalized with an ftphostid, ftppushdestid and ftppullhosid; with provider added

dsddrqstempt is one-to-one with FoxPro table dsddrqst with provider added

5
STGMT
DsDdParameterListArchive,

DsDdParameterList
dsddrqst
RequestId
One record per distribution request 
dsddrqst



6
STGMT
DsDdGranuleArchive,

DsDdGranule
dsddgran
RequestId, granuleId
One record for each granule distributed.
dsddgran
provider, requestid, granuleid
One-to-one with FoxPro table dsddgran with provider added

7
PDPS
PlDprCompletion,

PlDprCompletion

Archive
dprs
DprId,

CompletionDate
One record per data processing request.  
dprs
provider, dprid, completion
One-to-one with FoxPro table dprs with provider added

8
PDPS
PlDataGranuleShort,

PlDataGranuleShort

Archive
pldgshort
GranuleId


One record per granule input or output from production processing.
pldgshort
provider, granuleid
One-to-0ne with FoxPro table pldgshort with provider added

9
MSS
EcAcRequest
ecacrqst
OrderId, RequestId,

OrderHomeDAAC,

RequestHomeDAAC
One record per user distribution request
ecacrqst

ftp
provider, requestid
One-to-one with FoxPro table ecacrqst with provider added and user info normalized (i.e. EDGRSID points to all user info kept in usrprofile).  USERID also kept from ecacorder.

10
MSS
EcAcOrder
ecacorder
OrderId ,

OrderHomeDAAC
One order record can be 1-to-many request records (Table 10).  One record per user order.
ecacorder
provider, orderid
One-to-one with FoxPro table ecacorder with provider added and user info normalized, i.e. EDGRSID points to all user info kept in usrprofile.

11
MSS
MsAcUsrProfile
usrprofile
HomeDAAC, Userid, LastName, FirstName
One record per registered user
usrprofile
edgrsid, lastname, emailaddr
User table normalized to include all registered users from usrprofile plus all users requesting data.  All unique user data kept here and a unique EDGRSID is assigned to each unique user (LASTNAME+EMAILADDR).  Note PROVIDER is not a key.

12
PDPS
PlDataProcessingRequest
pldgreq
dprid
One record per data processing request (DPR)




13
PDPS
PlDprData

(&PlDprCompletion)
pldprdata
dprid
One record per granule in a DPR




14
N/A
Operations
Subscrip
userid, scf
List of subscriptions to external SIPS or groups for further processing or archival
subscrip
provider, userid
One record per unique subscription

15
N/A
Operations or document 910-TDA-019-Rev12.xls
Datatype
Datatypeid
A unique datatype definition with mappings to instrument, mission, discipline, level, etc.
datatype
datatypeid
One record per unique datatype

16

dsddrqst



ftphost
hostid
One record per unique ftphost

17

dsddrqst



ftppullhos
pullid
One record per ftppull host address

18

dsddrqst



ftppushdes
pushid
One record per ftppush destination

19

ecacrqst



ftp
ftpid
One record per unique ftpaddress

20
N/A
EDGRS 
Affiliation
affil
Definition of the affiliation value codes that can be assigned to a user






21
N/A
EDGRS
ActionLog
datestamp
Output log of pull script execution




22
N/A
EDGRS
Err
dtoc(date)+time
Log of errors during execution of EDGRS.exe (data importing into FoxPro and report generation)




23
N/A
EDGRS
QALog2
primarykey
Output log of execution of EDGRS.exe




24
N/A
EDGRS
Tables
str(id)+str(sortfield)
Driver for the execution of EDGRS.exe




Table B-2    Field Level Descriptions

ECS Table

ID
ECS (Script) Column Name
ECS (Script)

Column

Length
EDGRS (FoxPro)

Table Name
EDGRS (FoxPro)

Column Name
EDGRS

(FoxPro)

Column

Type
EDGRS 

(SQL Server)

Table Name
EDGRS

 (SQL Server)

Column Name
EDGRS

(SQL Server)

Column

Type
Description







inreqhdr
provider
V10
Provider/DAAC originating this record

1
RequestID
11
inreqhdr
requestid
C11
inreqhdr
requestid
V11
Request identifier automatically generated from InNextAvailableId table.

1
ExternalDataProvider
20
inreqhdr
extdatapro
C20
inreqhdr
extdatapro
V20
Name of External Data Provider

1
Mission
60
inreqhdr
mission
C60
inreqhdr
mission
V60
Name of the mission from which data came (i.e. AM-1)

1
ProcessingStartDateTime
26
inreqhdr
procstartt
D8
inreqhdr
procstartt
D8
Processing start data & time for ingest of data granule

1
ProcessingEndDateTime
26
inreqhdr
procendtim
D8
inreqhdr
procendtim
D8
Processing end data & time for ingest of data granule

1
TimeToXfer
11
inreqhdr
time2xfer
N11.0
inreqhdr
time2xfer
Dec11.0
Time from start of transfer for 1st file in granule to time of receipt of status (success or fail) for last file in granule in seconds

1
TimeToPreprocess
16
inreqhdr
time2prepr
N16.0
inreqhdr
time2prepr
Dec16.0
Time from start of preprocessing of granule to time of completion (success or fail) of preprocessing in seconds

1
TimeToArchive
13
inreqhdr
time2archi
N13.0
inreqhdr
time2archi
Dec13.0
Date and time to archive the data  (? or amount of time to archive...must see actual data) in seconds

1
TotalDataVolume
20
inreqhdr
totaldatav
N20.1
inreqhdr
totaldatav
Dec20.1
Total data volume of granules (in Bytes) requested to be ingested, including unsuccessful, although can be 0 if the request dies immediately (Record in InReqData never created)

1
TotalFileCount
14
inreqhdr
totalfilec
N14.0
inreqhdr
totalfilec
Dec14.0
Total number of files for the request

1
TotalGranuleCount
17
inreqhdr
totgranule
N10.0
inreqhdr
totgranule
Dec10.0
Total number of granules requested

1
TotalSuccessfulGranules
23
inreqhdr
totsuccess
N15.0
inreqhdr
totsuccess
Dec15.0
Total number of granules successfully ingested 




inreqhdr
putnedgrs
D8
inreqhdr
putnedgrs
D8
Datetime record put in EDGRS db







inreqdata
provider
V10
provider/DAAC originating this record

2
RequestID
11
inreqdata
requestid
C11
inreqdata
requestid
V11
Request identified automatically generated from the InNextAvailableID table

2
DataGranuleID
13
inreqdata
granuleid
C13
inreqdata
granuleid
V11
Data granule identifier for that requestid

2
DataType
32
inreqdata
datatype
C32
inreqdata
datatype
V13
Holds primary ESDT shortname of a ECS data type that is handled by a particular data server.  (i.e. AM1 l), LandSat7 

2
DataGranuleVolume
20
inreqdata
volume
N20.2
inreqdata
volume
Dec20.2
Total data volume in bytes to be ingested for a data granule in an ingest request, determined by summing the data volume for the files comprising the data granule

2
DataGranuleState
20
inreqdata
state
C20
inreqdata
state
C20
State of the data granule.  Valid values: ArchErr, Archived, Cancelled, New, PreprocErr, Preprocessed, Terminated, Transferred, XferErr.

2
ProcessingStartDateTime
26
inreqdata
procstart
D8
inreqdata
procstart
D8
Processing start data and time for an ingest of a data granule

2
ProcessingEndDateTime
26
inreqdata
procend
D8
inreqdata
procend
D8
Processing end date and time for the ingest of a data granule

2
TimeToArchive
13
inreqdata
archivetim
N13.0
inreqdata
archivetim
Dec13.0
Time to archive the data

2
TimeToPreprocess
16
inreqdata
preprocess
N16.0
inreqdata
preprocess
Dec16.0
Time from start of preprocessing of data granule to time of completion (success or fail) of preprocessing

2
TimeToXfer
11
inreqdata
xfertime
N11.0
inreqdata
xfertime
Dec11.0
Time from start of transfer for 1st file in granule to time of receipt of status (success or fail) for last file in granule




inreqdata
putnedgrs
D8
inreqdata
putnedgrs
D8
Datetime record put in EDGRS db







dsmdgran
provider
V10
provider/DAAC originating this record

3
dbID
19
dsmdgran
dbid
C19
dsmdgran
dbid
V19
Unique ID identifying a database tuple. 

3
ShortName
9
dsmdgran
shortname
C9
dsmdgran
shortname
V20
Official reference name used in identifying the contents of the data collection

3
SizeMBECSDataGranule
20
dsmdgran
sizembecs
N20.6
dsmdgran
sizembecs
Dec20.6
Size attribute which indicates the volume of data contained in the granule (in megabytes)

3
lastUpdate
26
dsmdgran
lastupdate
D8
dsmdgran
lastupdate
D8
Time of last update

3
BeginningDateTime
26
dsmdgran
begintime
D8
dsmdgran
begintime
D8
Attribute within SDSRV that allows both SingleDateTime (TimeofDay) and RangeDateTime (RangeBeginningDate) to be efficiently indexed and searched

3
EndingDateTime
26
dsmdgran
endtime
D8
dsmdgran
endtime
D8
Attribute within SDSRV that allows both SingleDateTime (TimeofDay) and RangeDateTime (RangeEndingDate) to be efficiently indexed

3
insertTime
26
dsmdgran
inserttime
D8
dsmdgran
inserttime
D8
Time of original insertion

3
LocalGranuleID
80
dsmdgran
locgranid
C100
dsmdgran
locgranid
V100
Unique identifier for locally produced granule that ECS ingests and is required to capture




dsmdgran
putnedgrs
D8
dsmdgran
putnedgrs
D8
Datetime record put in EDGRS db







dsddrqst
provider
V10
provider/DAAC originating this record

4
RequestId
50
dsddrqst
requestid
C50
dsddrqst
requestid
V50
Request ID of distribution request that came from the Science Data Server (SDSRV)

4
OrderId
50
dsddrqst
orderid

dsddrqst
orderid
V50
OrderID for the distribution request

4
State
50
dsddrqst
state
C50
dsddrqst
state
V50
Queue state of the distribution request object (i.e. Pending, Active, Shipped…)

4
EcsUserId
50
dsddrqst
ecsuserid
C50
dsddrqst
ecsuserid
V50
User ID of the user initiating request

4
SizeInMB
20
dsddrqst
sizeinmb
N18.1
dsddrqst
sizeinmb
Dec20.1
Total bytes in distribution request (in bytes--not in MBs!)

4
StartTime
255
dsddrqst
starttime
D8
dsddrqst
starttime
D8
Time the distribution started

4
EndTime
255
dsddrqst
endtime
D8
dsddrqst
endtime
D8
Time distribution ended

4
NrGranules
11
dsddrqst
nrgranules
N11.0
dsddrqst
nrgranules
Dec11.0
Number of granules per request

4
NrReqFiles
11
dsddrqst
nrreqfiles
N11.0
dsddrqst
nrreqfiles
Dec11.0
Number of files in distribution request

4
NrMedia
11
dsddrqst
nrmedia
N11.0
dsddrqst
nrmedia
Dec11.0
Number of media objects (refers to tapes when >1)

5
MediaType
50
dsddrqst
mediatype
C50
dsddrqst
mediatype
V50
Type of media used for a request (i.e.8MM tape, CDRom)

5
UserProfile
50
dsddrqst
userprofil
C50
dsddrqst
userprofil
V50
Profile ID

5
FtpHost
255
dsddrqst
ftphost
C254
ftphost
ftphost
V254
Hostname to connect to for FTP push

5
FtpPushDest
255
dsddrqst
ftppushdes
C254
ftppushdest
ftppushdes
V254
Target system directory

5
FtpPullHost
255
dsddrqst
ftppullhos
C254
ftppullhost
ftppullhos
V254
Host that user will ftppull from

4
EsdtType
50
dsddrqst
esdttype
C50
dsddrqst
esdttype
V50
ESDT type; can include many granules but all granules associated with a request must be of same EsdtType





putnegrs
D8
dsddrqst
putnedgrs
D8
Datetime record put in EDGRS db







dsddgran
provider
V10
provider/DAAC originating this record

4
RequestId
50
dsddgran
requestid
C50
dsddgran
requestid
V50
Distribution request id

4
State

dsddgran
status
C150
dsddgran
status
V150


6
GranuleId
150
dsddgran
granuleid
C150
dsddgran
granuleid
V150
Granule ID

6
granuleSize
20
dsddgran
granulesiz
N16.0
dsddgran
granulesiz
Dec16.1
sum of sizes of files in granule in bytes

4
EsdtType
50
dsddgran
esdttype
C50
dsddgran
esdttype
V20
DataType

4
StartTime
254
dsddgran
starttime
D8
dsddgran
starttime
D8
starttime of distribution request 




dsddgran
putnedgrs
D8
dsddgran
putnedgrs
D8
Datetime record put in EDGRS db







dprs
provider
V10
provider/DAAC originating this record

7
dprId
29
dprs
dprid
C29
dprs
dprid
V29
DPR (Data processing request) identifier

7
completionDate
26
dprs
completion
D8
dprs
completion
D8
Date DPR completed

7
dprElapsedTime
20
dprs
dprelapsed
N20.8
dprs
dprelapsed
Dec20.8
Elapsed time of DPR execution

7
pgeElapsedTime
20
dprs
pgeelapsed
N20.8
dprs
pgeelapsed
Dec20.8
Elapsed time of PGE (product generation executive) execution

7
pgeBlockInputOperations
23
dprs
pgeblockin
N20.0
dprs
pgeblockin
Dec20.0
Number of block input operations

7
pgeBlockOutputOperations
24
dprs
pgeblockou
N20.0
dprs
pgeblockou
Dec20.0
Number of block output operations

7
pgeSwaps
11
dprs
pgeswaps
N11.0
dprs
pgeswaps
Dec11.0
Number of swaps during PGE execution

7
pgeMaxMemoryUse
20
dprs
pgemaxmemo
N20.1
dprs
pgemaxmemo
Dec20.1
Maximum memory used by PGE

7
pgeSharedMemoryUse
20
dprs
pgesharedm
N20.1
dprs
pgesharedm
Dec20.1
Amount of shared memory used by the PGE

7
pgeCPUTime
20
dprs
pgecputime
N20.8
dprs
pgecputime
Dec20.8
Amount of CPU time used by the PGE

7
systemCPUTime
20
dprs
systemcput
N20.8
dprs
systemcput
Dec20.8
Amount of system time spent during execution

7
pgePageFaults
13
dprs
pgepagefau
N13.0
dprs
pgepagefau
Dec13.0
Number of page faults during PGE execution

7
ExitCode

dprs
exitcode
C20
dprs
exitcode
V20
exit return code

7
platform
60
dprs
platform
C60
dprs
platform
V60
Actual science processing hardware used for this execution.




dprs
putnedgrs
D8
dprs
putnedgrs
D8
Datetime record put in EDGRS db







pldgshort
provider
V10
provider/DAAC originating this record

8
granuleId
130
pldgshort
granuleid
C130
pldgshort
granuleid
V130
Identifier of a data granule

8
dataTypeId
20
pldgshort
datatypeid
C20
pldgshort
datatypeid
V20
Identifier for the data type

8
universalReference
254
pldgshort
ur
C254
pldgshort
ur
V254
Universal reference associated with this data granule

8
startTime
26
pldgshort
starttime
D8
pldgshort
starttime
D8
Start date and time for the data granule

8
stopTime
26
pldgshort
stoptime
D8
pldgshort
stoptime
D8
Stop date and time for the data granule

8
version
11
pldgshort
version
C11
pldgshort
version
V11
Used  to distinguish between two granules having same data type and start time as the result of reprocessing

8
insertTime
26
pldgshort
inserttime
D8
pldgshort
inserttime
D8
Not in 311; but time or original insertion

8
timeStamp
26
pldgshort
timestamp
D8
pldgshort
timestamp
D8
Date and time this table row as last modified.




pldgshort
putnedgrs
D8
pldgshort
putnedgrs
D8
Datetime record put in EDGRS db







ecacrqst
provider
V10
provider/DAAC originating this record







ecacrqst
edgrsid
I4
unique EDGRS user identifier

10
userid
12
ecacorder
userid
C12
ecacrqst

usrprofile
userid
V12
user id

9
OrderId
10
ecacrqst
orderid
C10
ecacrqst
orderid
V10
order ID

9
OrderHomeDAAC
10
ecacrqst
homedaac
C13
usrprofile
homedaac
V13
where order was placed

9
RequestId
10
ecacrqst
requestid
C10
ecacrqst
requestid
V10
request ID

9
RequestProcessingDAAC
22
ecacrqst
rqstdaac
C22
ecacrqst
rqstdaac
V22
where request was processed

9
FirstName
20
ecacrqst
firstname
C20



User's first name

9
MiddleInit
10
ecacrqst
middleinit
C10



User's middle initial

9
LastName
20
ecacrqst
lastname
C20



User's last name

9
eMailAddr
255
ecacrqst
emailaddr
C254



User's email address

9
RequestStatus
22
ecacrqst
status
C22
ecacrqst
status
V22
status of request (Pending, Staging, Shipped, etc.

9
NumFiles
12
ecacrqst
numfiles
N8.0
ecacrqst
numfiles
Dec8.0
number of files that fills request

9
NumBytes
20
ecacrqst
numbytes
N15.0
ecacrqst
numbytes
Dec15.0
number of bytes that fill request

9
numGranule
12
ecacrqst
numgranule
N8.0
ecacrqst
numgranule
Dec8.0
number of granules that fill request

9
MediaType
20
ecacrqst
mediatype
C20
ecacrqst
mediatype
V20
media type  (pull, push, 8MM, etc.)

9
ShipAddrStreet1
32
ecacrqst
ship1stree
C32
usrprofile
ship1stree
V32
street shipping address #1

9
ShipAddrStreet2
32
ecacrqst
ship2stree
C32
usrprofile
ship2stree
V32
street shipping address #2

9
ShipAddrStreet3
32
ecacrqst
ship3stree
C32
usrprofile
ship3stree
V32
street shipping address #3

9
ShipAddrCity
35
ecacrqst
shipcity
C35
usrprofile
shipcity
V35
city shipping address

9
ShipAddrState
20
ecacrqst
shipstate
C20
usrprofile
shipstate
V20
state shipping address

9
ShipAddrZip
15
ecacrqst
shipzip
C15
usrprofile
shipzip
V15
zip code of shipping address

9
ShipAddrCountry
30
ecacrqst
shipcountr
C30
usrprofile
shipcountr
V30
country of shipping address

9
ShipAddrPhone
22
ecacrqst
shipphone
C22
usrprofile
shipphone
V22
phone # at shipping address

9
ReceiveDateTime
26
ecacrqst
receivetim
D8
ecacrqst
receivetim
D8
time submitted(created) to SDSRV

9
StartDateTime
26
ecacrqst
starttime
D8
ecacrqst
starttime
D8
time DDIST 1st started processing request

9
FinishDateTime
26
ecacrqst
finishtime
D8
ecacrqst
finishtime
D8
time DDIST finished processing request

9
TimeOfLastUpdate
26
ecacrqst
lastupdate
D8
ecacrqst
lastupdate
D8
time of last update

9
ShipDateTime
26
ecacrqst
shiptime
D8
ecacrqst
shiptime
D8
date product shipped

9
FTPAddress
50
ecacrqst
ftpaddress
C50
ftp
ftpaddress
V50
req’s ftp staging address

9
DestinationNode
20
ecacrqst
destnode
C20
ftp
destnode
V20
Destination node for ftp acquires

9
DestinationDirectory
20
ecacrqst
destdirect
C50
ftp
destdirect
V20
Destination directory for ftp acquires




ecacrqst
calctime
D8
ecacrqst
calctime
I4
Minimum valid time between starttime and receivetim




ecacrqst
useraffili
N2.0
usrprofile
useraffili
I4
User-provided affiliation




ecacrqst
calcaffili
N2.0
usrprofile
calcaffili
I4
Calculated affiliation (from emailaddr)

9
ESDT_Id
20
ecacrqst
Esdt_Id
C20
ecacrqst
esdt_id
V50
data type from ecacrqst

4
esdttype
50
dsddrqst
esdttype
C50
ecacrqst

dsddrqst
esdttype
V50
data type from dsddrqst (need to get it from dsddgran)




ecacrqst
putnedgrs
D8
ecacrqst
putnedgrs
D8
Datetime record put in EDGRS db







ecacorder
provider
V10
provider/DAAC originating this record







ecacorder
edgrsid
I4
unique EDGRS user identifier

10
orderId
10
ecacorder
orderid
C10
ecacorder
orderid
V10
order ID

10
orderHomeDAAC
10
ecacorder
homedaac
C13
usrprofile
homedaac
V13
DAAC where order placed

10
userId
12
ecacorder

usrprofile
userid
C12
usrprofile
userid
V12
userID of user placing order

10
firstName
20
ecacrqst
firstname
C20
usrprofile
firstname
V20
user’s first name

10
middleInit
10
ecacrqst
middleinit
C10
usrprofile
middleinit
V5
user’s middle initial

10
lastName
20
ecacrqst
lastname
C20
usrprofile
lastname
V20
user’s last name

10
eMailAddr
25
ecacrqst
emailaddr
C254
usrprofile
emailaddr
V254
user’s email address

10
orderStatus
22
ecacorder
orderstatu
C22
ecacorder
orderstatu
V22
status of order

10
OrderMedia
20
ecacorder
ordermedia
C20
ecacorder
ordermedia
V20
Media type of the user’s order

10
OrderGranule
12
ecacorder
ordergranu
N8.0
ecacorder
ordergranu
Dec8.0
The number of granules that fill  the user’s order

10
ReceiveDateTime
26
ecacorder
receivetim
D8
ecacorder
receivetim
D8
Date order received

10
StartDateTime
26
ecacorder
starttime
D8
ecacorder
starttime
D8
time DDIST 1st started processing request

10
FinishDateTime
26
ecacorder
finishtime
D8
ecacorder
finishtime
D8
time DDIST finished processing request

10
TimeOfLastUpdate
26
ecacorder
lastupdate
D8
ecacorder
lastupdate
D8
time of last update

10
ShipDateTime
26
ecacorder
shiptime
D8
ecacorder
shiptime
D8
date product shipped




ecacorder
putnedgrs
D8
ecacorder
putnedgrs
D8
Datetime record put in EDGRS db







usrprofile
provider
V10
provider/DAAC originating this record







usrprofile
edgrsid
I4
unique EDGRS user identifier

11
UserId
12
usrprofile

ecacorder
userid
C12
usrprofile
userid
V12
uniquely identifies a registered user.

11
HomeDAAC
8
usrprofile
homedaac
C10
usrprofile
homedaac
V13
name of a DAAC where the Request was issued

11
FirstName
20
usrprofile
firstname
C20
usrprofileecacorder
firstname
V20
First name

11
MiddleInit
10
usrprofile
middleinit
C10
usrprofile
middleinit
V5
Middle initial

11
lastName
20
usrprofile
lastname
C20
usrprofile
lastname
V20
Last name of user

11
GTWYUsrType
20
usrprofile
gtwusrtype
C20
usrprofile
gtwusrtype
V20
For registered users, the gateway will retrieve their user profile and check this attribute. If is filled, it will use GTWYUsrType and a generated password to log the user into DCE (rather than the userID attribute). A DCE account for GTWYUsrType must exist with the current V0GwPwd as its password.  Valid Values: DAACOPS DAAC Operations User, ECSDEV ECS Development User, V0CERES V0 CERES User, GUEST Guest User

11
EmailAddr
255
usrprofile
emailaddr
C254
usrprofile
emailaddr
V254
User’s email address

11
InternetAffiliation
19
usrprofile
internetaf
C19
usrprofile
internetaf
V19
user’s internet affiliation

11
Organization
31
usrprofile
organizati
C31
usrprofile
organizati
V31
User’s organization

11
ProjectName
30
usrprofile
project
C30
usrprofile
project
V30
user’s project name

11
Affiliation
16
usrprofile
affiliatio
C16
usrprofile
affiliatio
V16
user’s affiliation. Valid Values: Gov. Research

Government, Other, Univ. Research, Univ. Class Work,Commercial,Kinder.-12 Grade

11
ResearchField
64
usrprofile
researchfl
C64
usrprofile
researchfl
V64
research field available in the system.

11
AccountNumber
17
usrprofile
accountnum
C17
usrprofile
accountnum
V17
account number that is given by the user when they request a user profile. It becomes associated with the

user profile.

11
CreationDate
26
usrprofile
createdate
D8
usrprofile
createdate
D8
Userid creation date

11
MailAddrStreet1
32
usrprofile
mail1stree
C32
usrprofile
mail1stree
V32
street mailing address #1

11
MailAddrStreet2
32
usrprofile
mail2stree
C32
usrprofile
mail2stree
V32
street mailing address #2

11
MailAddrStreet3
32
usrprofile
mail3stree
C32
usrprofile
mail3stree
V32
street mailing address #3

11
MailAddrCity
35
usrprofile
mailcity
C35
usrprofile
mailcity
V35
city mailing address

11
MailAddrState
20
usrprofile
mailstate
C20
usrprofile
mailstate
V20
state mailing address

11
MailAddrZip
15
usrprofile
mailzip
C15
usrprofile
mailzip
V15
zip code of mailing address

11
MailAddrCountry
30
usrprofile
mailcountr
C30
usrprofile
mailcountr
V30
country of mailing address

11
MailAddrPhone
22
usrprofile
mailphone
C22
usrprofile
mailphone
V22
phone # at mailing address

11
ShipAddrStreet1
32
usrprofile
ship1stree
C32
usrprofile
ship1stree
V32
street shipping address #1

11
ShipAddrStreet2
32
usrprofile
ship2stree
C32
usrprofile
ship2stree
V32
street shipping address #2

11
ShipAddrStreet3
32
usrprofile
ship3stree
C32
usrprofile
ship3stree
V32
street shipping address #3

11
ShipAddrCity
35
usrprofile
shipcity
C35
usrprofile
shipcity
V35
city shipping address

11
ShipAddrState
20
usrprofile
shipstate
C20
usrprofile
shipstate
V20
state shipping address

11
ShipAddrZip
15
usrprofile
shipzip
C15
usrprofile
shipzip
V15
zip code of shipping address

11
ShipAddrCountry
30
usrprofile
shipcountr
C30
usrprofile
shipcountr
V30
country of shipping address

11
ShipAddrPhone
22
usrprofile
shipphone
C22
usrprofile
shipphone
V22
phone # at shipping address

11
NasaUser
8
usrprofile
nasauser
C8
usrprofile
nasauser
V8
This field identifies whether a user works for NASA. Valid Values: Y=Yes,  N=No




usrprofile
putnedgrs
D8
usrprofile
putnedgrs
D8
Datetime record put in EDGRS db




ecacrqst
useraffili
N2.0
usrprofile
useraffili
I4
User-provided affiliation




ecacrqst
calcaffili
N2.0
usrprofile
calcaffili
I4
Calculated affiliation (from emailaddr)

12
dprId
29
pldpreq
dprid
C30



data processing identifier

12
pgeId
17
pldpreq
pgeid
C17



Product Generation Executive identifier

12
dataStartTime
30
pldpreq
datastart
D8



The start time for the data that is input to the DPR.

12
dataStopTime
30
pldpreq
datastop
D8



The stop time for the data that is input to the DPR.

12
completionState
10
pldpreq
state
C15



A status indicator describing the current status of the DPR.




pldpreq
putnedgrs
D8



Datetime record put in EDGRS db

13
dprid 
29
pldprdata
dprid
C30



data processing identifier

7
dprid 
29
pldprdata
dprid2
C30



data processing identifier

7
completionDate
29
pldprdata
completion
D8



completion date of dpr

13
granuleid
130
pldprdata
granuleid
C130



granule identifier

13
logicalId
10
pldprdata
logicalId
C10



Identifies which multiple instances of DPR/granule pairs is meant.

13
primaryType
11
pldprdata
primaryTyp
C11



Primary data type ID for this alternate input.

13
accepted
10
pldprdata
accepted
N5.0



Indicates whether the data granule, when available has passed metadata checks.

13
theOrder
10
pldprdata
order
N5.0



Order number associated with production request.

13
type
10
pldprdata
type
N5.0



Type (int, string, etc.) of the metadata parameter to be compared.

13
temporalFlag
10
pldprdata
temporalfl
N5.0



Flag indicating whether most recent alternate input can be used if a primary granule of the same data type cannot be found for the production request time frame.

13
timeWait
10
pldprdata
timewait
N10.0



Associated timer.

13
ioFlag
10
pldprdata
ioflag
N1.0



ioFlag indicates whether metatdat check should be performed on input or output.

13
timeExp
10
pldprdata
timerexp
N



Indicates whether timer has expired.

13
timerStart
10
pldprdata
timerstart
N1.0



Indicates whether the timer has started.

13
numNeeded
10
pldprdata
numneeded
N10.0



The number of inputs required by the PGE.

13
waitForFlag
10
pldprdata
wait4flag
N1.0



Indicates whether DPR should be released after last timer, even if the chain is incomplete.

13
linkId
10
pldprdata
linkid
N10.0



Reserved for future use

13
minGranReq
10
pldprdata
mingranreq
N10.0



Minimum number of granules of this input type required by the PGE when forming a DPR.




pldprdata
putnedgrs
D8



Datetime record put in EDGRS db







subscrip
provider
V10
provider/DAAC originating this record




subscrip
userid
C20
subscrip
userid
V20
userid of subscription 




subscrip
scf
C20
subscrip
scf
V20
science center 




subscrip
putnedgrs
D8
subscrip
putnedgrs
D8
Datetime record put in EDGRS db

16





ftphost
hostid
I4
Unique host identifier

5
FtpHost
10
dsddrqst
ftphost
C10
ftphost
ftphost
V254
Hostname to connect to for FTP push

17





ftppullhos
pullid
I4
Unique ftppull address identifier

5
FtpPullHost
255
dsddrqst
ftppullhos
C254
ftppullhos
ftppullhos
V254
Host that user will ftppull from

18





ftppushdes
pushid
I4
Unique ftppush destination

5
FtpPushDest
255
dsddrqst
ftppushdes
C254
ftppushdes
ftppushdes
V254
Target system directory

19





ftp
ftpid
I4
Unique ftpaddress identifier

5
FTPAddress
50
ecacrqst
ftpaddress
C50
ftp
ftpaddress
V50
req’s ftp staging address

5
DestinationNode
20
ecacrqst
destnode
C20
ftp
destnode
V20
Destination node for ftp acquires

5
DestinationDirectory
20
ecacrqst
destdirect
C20
ftp
destdirect
V20
Destination directory for ftp acquires

20


affiliation
code
N2.0



Numerical affiliation code designator

20


affiliation
affil
C20



Shortname of affiliation

20


affiliation
descrip
C50



Description of affiliation

21


actionlog
provider
C10



Provider/DAAC where data is originating from

21


actionlog
datestamp
D8



Date stamp of script execution (not ftp time)

21


actionlog
edgversion
C8



Version of EDGRS run

21


actionlog
startpull
D8



Initial date of pull window

21


actionlog
stoppull
D8



Terminal date of pull window

21


actionlog
mode
C3



operation’s mode, such as OPS,TS1,TS2

21


actionlog
logtest
Memo4



output log from pull script 

21


actionlog
putnedgrs
D8



Datetime record put in EDGRS db

22


err
username
C50



Name of routine trapping the error

22


err
date
D8



Date of error

22


err
time
C10



Time of error

22


err
err_num
N6.0



Error number if known

22


err
err_line
N6.0



Line in script where error occurred

22


err
err_msg
C100



Error message

22


err
err_code
C80



Code being executed at time of error

22


err
traceback
Memo4



Traceback of calling routines at time of error

22


err
vars
Memo4



Value of all variables at time of error

23


qalog2
primarykey
D8



Datetime stamp of start of EDGRS.EXE execution

23


qalog2
msgtext
Memo4



Output  of the EDGRS.EXE script

24


tables
id
N3.0



table id

24


tables
edg_table
C10



EDGRS table name

24


tables
sortfield
N5.0



field used for sorting

24


tables
edgcolname
C25



EDGRS column name

24


tables
ftpcoltype
C1



input column type

24


tables
ftpcollen
N3.0



input column length

24


tables
ftpcoldec
N3.0



input column decimal length

24


tables
edgcoltype
C1



output column type

24


tables
edgcollen
N3.0



output column length

24


tables
edgcoldec
N3.0



output column decimal length

24


tables
edgconvfnc
C50



EDGRS conversion function for this field

24


tables
ftpcolname
C25



output column name

* Upper case is FoxPro function, Lower case is User-defined function

Appendix C - Processing Control Structures

The following table documents the SQL Server control environment.  

Function
File

Name
Procedure

Name
Source Table
Destination Table
Constraining Fields Used
Other Fields Used
Comments

Ingest Subsytem

DTS
10daysinsert_

inreqhdrtemp.sql
NA
E0inreqhdr, g0inreqhdr, l0inreqhdr, n0inreqhdr, lainreqhdr  (FoxPro-FP)
Inreqhdrtemp (SQL Server-SS)
TODAY-10>=procstartt<=TODAY; 

not empty(procstartt)
Provider, *
Import data from FoxPro to Sql Server

DTS
10daysinsert_

inreqdatatemp.sql
NA
E0inreqhdr, g0inreqhdr, l0inreqhdr, n0inreqhdr, lainreqhdr  (FP)
Inreqdatatemp (SQL Server-SS)
TODAY-10>=procstartt<=TODAY; 

not empty(procstart)
Provider, *
Import data from FoxPro to Sql Server

DTS
Insert_inreqhdr.sql
NA
E0inreqhdr, g0inreqhdr, l0inreqhdr, n0inreqhdr, lainreqhdr  (FP)
Inreqhdrtemp (SQL Server-SS)
None
Provider, *
Import data from FoxPro to Sql Server

DTS
Insert_

inreqdata.sql
NA
E0inreqhdr, g0inreqhdr, l0inreqhdr, n0inreqhdr, lainreqhdr  (FP)
Inreqdatatemp (SQL Server-SS)
None
Provider, *
Import data from FoxPro to Sql Server

Normalize
Update_

inreqhdr.sql
Pro_update_inreqhdr
Inreqhdr, inreqhdrtemp
Inreqhdr
Update, insert based on provider, requestid


Insert all
Runs 10 day insert and then normalizes

Normalize
Update_

inreqdata.sql
Pro_update_inreqdata
Inreqdata, inreqdatatemp
Inreqdata
Update, insert based on provider, requestid, granuleid


Insert all
Runs 10 day insert and then normalizes

Report
Spso_ingest_prod.sql
View_rp_ingest

Pro_rp_ingest_instrument
Inreqdata, datatype
Rp_ingest_

instrument_

datatype
State-'Successful' or 'Archived', 

Join on datatype
Datatype: Edginstrum, mission, level

Inreqdata: datatype, provider, count,  volume, extdatapro, procend
Creates insertime based on procend

Report
Spso_ingest_prod.sql
Pro_rp_ingest_summary
Rp_ingest_instrument_

Datatype
Rp_ingest_

summary
None
Counts, smb
Group by provider, instrument, insertime

Graph
Graph_ingest_request.sql
View_graph_

Ingest_request
Rp_ingest_instrument_datatype

provider
Week (based on insertime), cnt
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